A Distributed Framework for Matrix Multiplication on a Cluster
Raspberry Pis

A spectrum of computing machines is available today. On one side, we have costly, high-performance
"brawny” machines designed for AI, cloud computing workloads, etc. On the other hand, we have
simple board computers(SBC) such as Raspberry Pi. These ”"wimpy” nodes are cheap, affordable, small,
and energy-efficient [1, 4]. However, wimpy nodes’ performance is not comparable to brawny machines.
Traditionally, we have placed the brawny at the top of the hierarchy due to their high performance.
Consequently, wimpy nodes are at the bottom of such a performance-centric hierarchy.

In this work, we do the opposite by going against the grain and building a hierarchy defined using isola-
tion, scalability, redundancy, cost, and environmental impact. We observe the traditional performance-
centric hierarchy inverses, placing the wimpy nodes at the top. We observe that these wimpy nodes
could be used to build lightweight, distributed systems, enabling new opportunities. For example, a
single NVIDIA DGX A100 consumes more than 200 times more energy than an RPi 5 when idle [5, §],
highlighting the inefficiencies of centralized computing for tasks requiring on-demand responsiveness.
Furthermore, for the price of one of a single brawny machine, we could purchase tens to hundreds of
RPi devices. Despite a single RPi’s performance may not be comparable to that of an A100, a cluster of
RPis comprising tens or hundreds may offer equal or more performance. For decades, ensuring stronger
performance isolation has been a focus of many researchers on a single machine used in shared environ-
ments such as data centers [2, 7] . A cluster of RPis would offer ample isolation as each workload would
run on a separate machine.

Through this work, we raise a central question: Can a large cluster of inexpensive, low-power Rasp-
berry Pi devices perform comparably to a single brawny server? We aim to demonstrate the viability of
wimpy-node clusters for distributed computing applications. Although wimpy-node clusters introduce
additional communication overhead, strategies such as intelligent workload distribution and optimized
data transfer protocols help mitigate these challenges, enabling efficient parallel execution [3].

We discuss where such wimpy-node clusters would fit in real-world scenarios. In particular, we
highlight how edge computing environments may benefit due to the distinct benefits in efficiency, de-
ployment, fault tolerance, and cost [6]. Notably, we pick the matrix multiplication workload as it is one of
the widely executed computations in edge computing environments. By carefully running measurement
experiments, we model the performance of a single device considering the advances and optimizations
the recent model of the RPI offers. Then, we focus on designing the distributed frameworks that can
handle the matrix multiplication of larger matrices on a cluster of RPIs while exploring the key trade-
offs, including the impact of network latency and workload balancing. We evaluate the performance of
the framework on a cluster of 10 RPI 5s, whose cost is similar to a conventional desktop machine. We
observe comparable performance offered by the cluster of wimpy nodes, demonstrating that deploying
such clusters as a replacement for traditional brawny servers is a viable option.
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