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Pursuing efficient and effective reading remains an ongoing
goal, particularly for dense, knowledge-intensive materials.
Academic tasks, such as peer-reviewing manuscripts, exem-
plify this complexity. Researchers globally spend over 100
million hours annually on peer reviews, with the time valued
at nearly $400 million (£312.5M) for UK-based reviewers [1].
These challenges extend beyond academia, impacting profes-
sional and everyday reading as well, emphasizing the need
to enhance reading efficiency and comprehension. In the
broader context, advancing this area of research can provide
deeper insights into the cognitive mechanisms of reading
and how humans acquire and process knowledge.
A critical step toward improving reading efficiency and

effectiveness is to better understand how people read. Read-
ing is a complex, multi-level interaction between eye and
mind, with each individual exhibiting a unique reading pat-
tern [2]. These patterns reflect a reader’s time-series reading
intentions – whether to continue, backtrack, or pause for
comprehension or memorization [2]. Recognizing these indi-
vidualized reading patterns is essential for providing tailored
reading support. Another challenge arises when readers lose
focus or struggle to locate relevant text sections, especially
during (or after) backtracking or cross-referencing. Such
disruptions increase cognitive load and interrupt concentra-
tion [3], highlighting the need to understand the dynamic
progression of reading states. Therefore, understanding the
dynamic progression of reading states is critical to mitigating
these challenges.

To address these issues, we present the Cognition-Aware
Smart Eyewear System (CASES), designed to probe and ex-
plain cognitive processes during reading. CASES supports
research into reading behavior, human-computer interaction
(HCI), and educational applications aimed at improving read-
ing productivity. The system is equipped with two cameras: a
forward-facing scene camera capturing the reading material
and an inward-facing eye camera recording eye area video
for eye tracking. At its core, CASES features a deep neural
network, CASES-Net, to extract features related to visual at-
tention and text semantics. These features are fused through
a shared convolutional filter mechanism based on temporal

convolutional networks to enable accurate reading state esti-
mation at the word and sentence levels. We evaluated CASES
in real-world settings through an ablation study with 25 par-
ticipants, demonstrating that incorporating text semantics
improves context awareness and reading state detection. For
example, CASES achieves a 20.90% higher accuracy at the
sentence level compared to conventional eye-tracking-only
methods. Moreover, semantic features enable quantitative
explanations of readers’ cognitive states. CASES was further
integrated into an interactive reading assistant system. An
in-field study across 13 participants showed that the system
promoted self-awareness and improved reading habits.

Building on these results, our future work includes explor-
ing innovative interactive visualization methods powered
by smart eyewear and new computational models, aiming to
mitigate the substantial time and cognitive effort required for
complex academic reading. By understanding and visualizing
the interplay between reader intentions and text structure,
we aim to foster metacognitive awareness, helping readers
navigate complex, lengthy materials more efficiently and
effectively.
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