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Federated learning is a method for training machine learning models across multiple, usually
weakly connected clients in a distributed setting — ultimately, these would be transformative if such
clients can be mobile and embedded devices. Since the emergence of foundation models and their
rapidly growing sizes [1], FL can be considered a communication-efficient alternative to standard
SGD-like optimisers [2]. At the same time, the pre-training of state-of-the-art Large Language
Models (LLMs) is mainly dominated by large corporations due to the requirement of significant
computing resources, making it prohibitively expensive for individuals or communities to train
their own large models. To tackle this challenge, FL. may allow large-scale collaborative efforts
towards pre-training on commodity PC hardware, mobile devices, and the edge. Furthermore,
such projects may involve participants’ high-quality private data, which is usually unavailable in
public data repositories. However, this collaborative federated training often involves parties with
diverse specifications, including heterogeneous hardware, varying compute resources, or network

bandwidths.

With this research, we demonstrate the results of the study on the choice of compute-optimal
hyperparameters. While several works explored this problem in the general context of federated
learning [3, 4, 5, 6], we focus on pre-training transformer architectures in a single-epoch regime
on varying devices, including those of a mobile, wearable and embedded variety. We build on the
results indicating the possibility of using larger learning rates and smaller batch sizes, compared
to the standard, centralised training methodologies [7]. These discoveries are particularly promis-
ing in the context of training large models on mobile devices with limited resources. Notably,
combined with the federated learning scenario, the heterogeneous environment results in multiple
local (client-level) and global (federation-level) hyperparameters, increasing the search space for
optimal configuration. We mainly focus on the impact of the local and global batch sizes, optimiser
configurations, and their schedules, as well as the number of federated rounds and steps in each
of them. We compare the approaches based on factors such as the total compute, training wall-
time, and energy usage. Our study concludes with a guide to the selection of optimal federated
hyperparameters to make such choices handy in complex scenarios such as cross-device federated
learning. We anticipate such information being of huge value to the mobile community as they
begin to build various kinds of these systems (viz. networks of robots, IoT devices and wearables).

Furthermore in our work, we will show additional attempts at lowering the compute required
for LLM training, involving the disjoint training of suitable neural architecture elements. One such
element is the multi-head attention module of a transformer’s block, which consists of independent
attention heads. Selectively training only some of the heads on each federated client further reduces
the total compute and communication bandwidth needed for collaborative model training.
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